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Abstract

Large multimodal foundation models, partic-
ularly in the domains of language and vision,
have significantly advanced various tasks, in-
cluding robotics, autonomous driving, informa-
tion retrieval, and grounding. However, many
of these models perceive objects as indivisi-
ble, overlooking the components that constitute
them. Understanding these components and
their associated affordances provides valuable
insights into an object’s functionality, which
is fundamental for performing a wide range of
tasks. In this work, we introduce a novel real-
world benchmark, InstructPart, comprising
hand-labeled part segmentation annotations and
task-oriented instructions to evaluate the per-
formance of current models in understanding
and executing part-level tasks within everyday
contexts. Through our experiments, we demon-
strate that task-oriented part segmentation re-
mains a challenging problem, even for state-
of-the-art Vision-Language Models (VLMs).
In addition to our benchmark, we introduce a
simple baseline that achieves a twofold perfor-
mance improvement through fine-tuning with
our dataset. With our dataset and benchmark,
we aim to facilitate research on task-oriented
part segmentation and enhance the applicabil-
ity of VLMs across various domains, including
robotics, virtual reality, information retrieval,
and other related fields.

1 Introduction

Large Vision-Language Models (LVLMs) (Rad-
ford et al., 2021; Alayrac et al., 2022; You et al.,
2023) have been extensively utilized across vari-
ous domains, such as robotics (Driess et al., 2023),
autonomous driving (Zhou et al., 2023), medical
imaging (Han et al., 2023), and information re-
trieval (Liu et al., 2021), owing to their strong lan-
guage reasoning and perceptual capabilities. In
these cases, LVLMs are primarily employed for
language grounding, enabling the identification

“Add some water.”
Lid: Can be opened

Handle: Can be grasped
Body: Can contain liquid

Spout: Can pour out liquid

Part Name: Lid
Affordance: Openable

This is a kettle…

Figure 1: The task-oriented part segmentation task: Pre-
sented with an image observation (left) and a corre-
sponding task to add some water, the system is required
to reason about specific parts to fulfill the task.

of visual targets within a scene based on associ-
ated language descriptions. By leveraging large
datasets composed of image-text pairs, LVLMs can
map visual content to textual semantic representa-
tions (Radford et al., 2021) within joint embedding
spaces. However, while this approach yields power-
ful models with strong text-image alignment, they
often focus on understanding entire objects (Liu
et al., 2023b; Zou et al., 2023b,a; Xu et al., 2023;
Liang et al., 2023; Sun et al., 2023), overlooking
the fact that grounding is not solely about clas-
sifying whole objects but also about recognizing
fine-grained parts. As illustrated in Figure 1, given
the task of adding water and a visual observation of
a kettle, the system must not only identify the entire
kettle but also recognize each part of the target and
its corresponding affordances before grounding to
task-related regions.

To advance task-oriented part segmentation, we
believe that establishing a benchmark is essential
for the field. However, most large-scale vision
datasets primarily focus on object-level understand-
ing (Liu et al., 2023b; Zou et al., 2023b,a; Xu et al.,
2023; Liang et al., 2023; Sun et al., 2023), while
existing part-level recognition datasets either cover
only a limited range of part categories (Nguyen
et al., 2017; Myers et al., 2015; Roy and Todor-
ovic, 2016) or are derived from simulations (Geng
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et al., 2023; Deng et al., 2021; Xiang et al., 2020;
Mo et al., 2019). We attribute this primarily to the
challenge of annotating part-level labels and task-
related descriptions, which is both time-consuming
and expensive (Wan et al., 2024).

To address this challenge, we introduce a new
real-world dataset, InstructPart, consisting of
2,400 images across 48 object classes and 44 part
classes, with hand-labeled segmentation masks,
as well as 9,600 hand-labeled task instructions,
2,400 part queries, and 2,400 affordances. Each
image is accompanied by human-annotated and
GPT-polished instructions for common household
tasks and detailed part segmentation masks. As part
of our benchmark, we propose two distinct tasks: a)
Task Reasoning Part Segmentation (TRPS): identi-
fying a particular part given an instruction to fulfill
a task, e.g., “Locate the part meant for pulling to
open the microwave”; and b) Oracle Referring Part
Segmentation (ORPS): identifying an object part
given a part query, e.g., “handle of the microwave”.
Thorough evaluations of current vision-language
models on the two tasks reveal a significant defi-
ciency in their ability to comprehend natural lan-
guage and accurately ground it across diverse ob-
jects and parts. This finding highlights the need to
address a critical shortcoming in vision-language
models for fine-grained segmentation.

Finally, we explore the training potential of our
dataset by proposing a simple yet effective base-
line, which leads to a nearly 100% improvement.
With our proposed benchmark, we emphasize the
importance of advancing vision-language models
to excel not only in object-level understanding but
also in discerning fine-grained part-level details.
By utilizing our dataset, we hope to envision ad-
vancements in robotics, particularly for assistive
robots, as well as in manipulation tasks, object seg-
mentation, virtual reality, affordance learning, and
other related domains. Our contributions are as
follows:

• To the best of our knowledge, we introduce
the first dataset that bridges task-oriented in-
teractions with part segmentation for common
household tasks.

• We rigorously evaluate various vision-
language models on our dataset, revealing
their limitations in fine-grained recognition
with language reasoning.

• We fine-tune a simple baseline based on a

Dataset #Object #Part #Affordance #Action Instruction
PartImageNet 11/158 13 N/A N/A %

Pascal-Part 20 – N/A N/A %

PACO 75 – N/A N/A %

UMD 17 N/A 7 N/A %

NYUv2-AFF 40 N/A 5 N/A %

IIT-AFF 10 N/A 9 N/A %

AGD20K∗ 50 N/A 36 N/A %

InstructPart (Ours) 48 44 30 37 !

Table 1: Comparison of relevant part segmentation
datasets. We show the number of object classes (#Ob-
ject), part classes (#Part), affordances (#Affordance),
actions (#Action), and whether instructions are included
(Instruction). N/A means there is no such type of data,
while – means the data exists while no relevant infor-
mation is provided. 11/158 indicates the super-class
and sub-class numbers in PartImageNet. ∗ indicates
the dataset only contains point annotations instead of
accurate masks for target affordances.

state-of-the-art model, achieving performance
gains of over twofold, highlighting the quality
and training potential of our dataset.

2 Related Work

2.1 Part Segmentation.

The problem of segmenting an object into a collec-
tion of semantic parts is not a novel problem in it
itself. Prior works mainly ustilized fully supervised
approaches, which need to be trained on large dat-
sets (Sun et al., 2023), such as PartImageNet (He
et al., 2022), Pascal-Part (Chen et al., 2014),
ADE20K (Zhou et al., 2019), and PACO (Ra-
manathan et al., 2023). However, these datasets
contain only a limited subset relevant to human-
robot interaction (e.g., PartImageNet includes just
one related category: bottle), thus restricting their
applicability to daily tasks. In robotics, part seg-
mentation is used to understand the components of
objects and their associated affordances, which are
crucial for manipulation tasks (Gadre et al., 2021;
Yi et al., 2018). While many datasets have been cre-
ated for this domain (Mo et al., 2019; Xiang et al.,
2020; Deng et al., 2021; Geng et al., 2023), they are
all generated from simulators, which introduces po-
tential challenges when generalizing to real-world
scenarios. To address this issue, real-world af-
fordance datasets such as UMD-Affordance (My-
ers et al., 2015), NYUv2-Affordance (Roy and
Todorovic, 2016), and IIT-AFF (Nguyen et al.,
2017) exist. However, due to the difficulty of col-
lecting large quantities of real-world data, these
datasets are limited in the number of affordances
they present. On the other hand, AGD20K (Luo



et al., 2022) collects egocentric and exocentric im-
ages for affordance learning. However, it only
provides sparse point annotations, which can be
insufficient for accurate task execution, such as
manipulation. Similarly, Where2Act (Mo et al.,
2021) extracts actionable information from articu-
lated objects with movable parts but is limited to
six action types and a single contact point, which
may be sub-optimal. Furthermore, the aforemen-
tioned datasets only contain simple word phrases
outlining the target; however, full language compre-
hension is crucial in a human-robot interaction task.
Understanding language can be ambiguous even
for simple objects like a light switch, which can be
“turned on”, “pressed” or “twisted” depending on
the switch’s type, and people tend to refer to such
objects as parts of larger task descriptions instead
of a single word. Motivated by this, we construct a
comprehensive dataset with task descriptions and
object-part classes, as shown in Tab. 1.

2.2 Open-Vocabulary Segmentation.
Open-vocabulary segmentation aims to perform
zero-shot segmentation with the assistance of
vision-language foundation models, such as
CLIP (Radford et al., 2021). For example,
OVSeg (Liang et al., 2023) proposes to crop the
region proposals and finetune CLIP using a mask
prompt tuning mechanism. SAN (Xu et al., 2023)
applies a side adapter network to a frozen CLIP to
get the class of masks. Going beyond object-level
segmentation, VLPart (Sun et al., 2023) performs
open-vocabulary part segmentation by parsing the
novel object into parts using its semantic corre-
spondence with the base object and classifies it
with CLIP.

Although these open-world recognition meth-
ods demonstrate potential in recognizing out-of-
distribution classes, they have limited reasoning
ability to understand complex instructional sen-
tences, prohibiting their wider usage in daily tasks
requiring complex language comprehension.

2.3 Referring Expression Segmentation.
Referring expression segmentation aims to gener-
ate a segmentation mask from a given language
expression (Hu et al., 2016). Popular referring seg-
mentation methods use a visual and a language
encoder to extract features from the two modalities
respectively, and design attention mechanisms to
incorporate the features and assemble classes for
region masks (Yang et al., 2022; Liu et al., 2023a;

Ouyang et al.; Liu et al., 2023b). Recently, more
works have applied pre-trained foundation models,
e.g., SAM(Kirillov et al., 2023) and CLIP (Rad-
ford et al., 2021) as the encoder and focused on
the design of the decoder, such as X-Decoder (Zou
et al., 2023a) and SEEM (Zou et al., 2023b). Fur-
thermore, ManipVQA (Huang et al., 2024) applies
VLMs with manipulation-centric knowledge to de-
tect tools and affordances. However, the referring
expression task only takes short phrases as input
and does not consider complex reasoning, for exam-
ple, when the target name does not appear directly
in the expression.

2.4 Reasoning Segmentation.

On the other hand, remarkable advances have been
made in large language models (LLMs), which can
understand complex language inputs and have the
potential for more complex referring segmentation.
Models such as BLIP-2 (Li et al., 2023b), LLaVA-
1.5 (Liu et al., 2023c), MiniGPT-4 (Zhu et al.,
2023), Flamingo (Alayrac et al., 2022), and GPT-
4V (Yang et al., 2023b) have explored the design
of multi-modal LLMs for visual understanding and
demonstrate their ability through tasks such as im-
age captioning, visual question answering (VQA),
etc. To enable the grounding ability of multimodal
LLMs, Shikra(Chen et al., 2023b) and MiniGPT-
v2 (Chen et al., 2023a) process object coordinates
as input and enable the localization ability by
returning coordinates. However, these methods
cannot produce segmentation masks and can only
implicitly generate texts using LLMs rather than us-
ing a visual decoder for localization directly, which
can be counterintuitive for image segmentation.

Recently, LISA (Lai et al., 2023) integrated a
multi-modal LLM (Liu et al., 2023c) with a vi-
sion backbone and jointly trained a decoder to
produce segmentation masks from language input.
Despite using only 239 collected samples, LISA
shows significant improvement in the reasoning
process. However, its data is limited to entire ob-
jects, making it challenging for LISA to perform
more fine-grained grounding. Motivated by this
limitation, we introduce the InstructPart dataset,
which contains instruction-part pairs, high-level
affordance, low-level action, and part segmenta-
tion masks. With this dataset, we broaden the ap-
plicability of VLMs to various domains, such as
manipulation, by enhancing their part grounding
ability.



Figure 2: Examples from our InstructPart dataset are illustrated as follows: instruction queries are denoted in red
text, while object and part names are indicated in blue. Each example includes an observation image (left), with the
corresponding ground truth part segments (right), highlighted with a green mask.

3 The InstructPart Benchmark and
Baseline Models

In this section, we describe the InstructPart bench-
marking and introduce a simple baseline method
for our benchmark.

3.1 InstructPart Task Definition

Motivated by scenarios where agents need to lo-
calize areas based on task-specific queries, we de-
fine two tasks. The first, Task Reasoning Part
Segmentation (TRPS), challenges models to com-
bine linguistic reasoning with visual grounding.
The second, Oracle Referring Part Segmenta-
tion (ORPS), focuses exclusively on evaluating
visual grounding using oracle information about
the designated object and part.

TRPS. The TRPS task, illustrated in the first
row of Fig. 2, is designed to explore the model’s
reasoning and part grounding abilities. The input is
an instruction-image pair, and the goal is to identify
the referred part’s segmentation mask, as shown
in green masks in Fig. 2. This task challenges the
model to comprehend the instruction, analyze the
image, and locate the corresponding part, Formally,
the task is defined as: F(Iinstruction, Iimage) ⇒ M,
where F represents the evaluated model, and
Iinstruction ∈ {Ihuman, IGPT} is the instruction input
that can either be annotated by human experts or
rewritten by GPT-4.

ORPS. In the ORPS task, shown in the second
row of Fig. 2, the model is provided with direct
part names to ensure accurate textual input. The
task can be formulated in two ways: We formulate
the ORPS task in two formats:

1. Including both the part name and the ob-
ject name, e.g., the handle of the faucet:
F(P ofO, Iimage) ⇒ M.

2. Incorporating the affordance, e.g., the han-
dle of the cup that can be held, which
could assist the model in identifying the part:
F(P ofO thatAa, Iimage) ⇒ M, where Aa
refers to the affordance. We manually adjust
the active and passive voice of the affordance
according to ensure grammatical precision.

3.2 InstructPart Dataset

In line with our proposed tasks, we collect data
to create the InstructPart dataset. This dataset is
designed to evaluate the effectiveness of current
models in understanding natural language and their
ability to ground to specific parts. It comprises
2,400 images, carefully selected to align with ev-
eryday household tasks. Specifically, InstructPart
includes 48 object classes, 44 part categories, 30 af-
fordances, and 37 actions. During data selection, a
uniform distribution of object classes is ensured to
create a balanced dataset. More details are included
in Appendix A.

In the first row of Fig. 2, we show annotated ex-
amples for the TRPS task. For each image sample,
we manually design a task description based on the
observed environment and the potential intention of
an agent to interact with the object. For each sam-
ple, we annotate all the fine-grained segmentation
masks relevant to the task description as the ground
truth. These masks are human-labeled to ensure
accuracy and alignment with human understanding
of object parts, maintaining the high quality of our
dataset. We deliberately avoid specific part names
in the instructions to better adapt to real-world sce-
narios. For example, commonly used expressions
such as “Flush the toilet” or “Turn on the faucet”
are preferred over more detailed directives such
as “Press the toilet handle” or “Lift the faucet han-
dle”. The selection of these task descriptions aims
to train models that are better at reasoning about



object parts and their affordances, rather than sim-
ply identifying the part name that would solve the
task. By avoiding part names, our dataset more ef-
fectively analyzes the reasoning ability of models,
requiring them to infer parts from implicit descrip-
tions. We engaged six human experts to create
free-form natural language task instructions, which
were then refined using GPT-4 for grammatical pre-
cision and sentence diversity. This was followed by
thorough human verification to prevent hallucina-
tions or other issues that can arise from using large
language models for phrase diversification. For the
ORPS task, we use the part name and object name
as the language input to evaluate the model’s ability
to directly ground to the part.

In addition to the instruction-image pairs, we
provide the names of objects and parts relevant to
the image, such as seat of the chair, spout of the
kettle, handle of the cup. We also include a corre-
sponding affordance and action for each instruction.
Specifically, affordances refer to low-level actions
performed to a specific part, like “pull”, “push”, or

“twist”, while actions refer to the high-level function
to be achieved, such as “turn on”, “pick up”, or

“open”. Note that the affordance and action could be
identical sometimes, e.g., “pour”, “cut”, etc. In
the examples shown in the first row of Fig. 2, the
affordances are “support”, “pour”, “grip”, and
the actions are “sit”, “pour” and “pick up”. This
allows us to categorize affordances into two levels,
addressing the ambiguity in definitions as noted
in previous studies (Nguyen et al., 2017; Roy and
Todorovic, 2016; Myers et al., 2015). Note that
in this work, we use the task descriptions and part
names as the text input, while the affordance and
action labels are reserved for future research.

In summary, the annotation for each of the
samples in InstructPart can be represented as:
(Itask, Iimage, O, P,M,Aaffordance, Aaction), where
these items refer to task instruction Itask, image
observation Iimage, object name O, part name
P , segmentation mask M , affordance name
Aaffordance, and action name Aaction). Note that
Itask ∈ {Ihuman, IGPT}, which means the text
instruction is either directly annotated by humans
or rewritten by GPT-4. More annotated examples
can be found in Appendix B and H.

3.3 Baseline Method
For our InstructPart benchmark, we build a simple
yet effective baseline model: Part Identification and
Segmentation Assistant (PISA). PISA originates

from LISA (Lai et al., 2023), which demonstrates
superior capability in object-level reasoning seg-
mentation. Motivated by (Li et al., 2023a), which
shows the effectiveness of DINOv2 (Oquab et al.,
2024) in extracting correspondence information
among various parts, we improve LISA with a
frozen DINOv2 backbone for feature extraction.
As suggested by (Li et al., 2023a), we use linear
layers to integrate multi-level features from DI-
NOv2 for various granularity information fusion.
The fused features are sent to an image decoder
derived from SAM (Kirillov et al., 2023), where
we apply Transpose Convolution and up-sampling
for decoding in an alternating manner.

4 Experiments

4.1 Metrics

To evaluate our approach, we use standard met-
rics in LISA (Lai et al., 2023), namely gIoU and
cIoU. gIoU reflects the average of all per-image
Intersection-over-Unions (IoUs), while cIoU is de-
fined by the cumulative intersection over the cu-
mulative union. To evaluate the precision of the
models, we adopt Precision@50 (P@50) metric
as the previous referring segmentation works (Liu
et al., 2023b; Mao et al., 2016) and develop a
Precision@50:95 (P@50:95) metric according to
COCO (Lin et al., 2014). The P@50 metric con-
siders a mask to be a true positive when the IoU
ratio exceeds 0.5, and P@50:95 calculates across
a range of IoU thresholds from 0.50 to 0.95 with
increments of 0.05, then averages across all the
thresholds. The P@50:95 metric requires a higher
least IoU for the prediction; hence, it is always
lower than the P@50 metric. For the two metric
types, IoU and Precision, the latter metric only
counts those results greater than a threshold, hence
can pose more challenges to the model and fairly
evaluate the results with a high recall rate.

4.2 Evaluated Methods

Here, we introduce the set of baseline models uti-
lized in our experiments. More details about the
model settings can be found in Appendix C.

Open-vocabulary Segmentation Models. The
open-vocabulary part segmentation model, i.e., VL-
Part (Sun et al., 2023), is intuitively suitable for
our tasks since plentiful part segments were used
for training. We also choose OVSeg (Liang et al.,
2023) and SAN (Xu et al., 2023) to discover the
performance of the open-vocabulary object seg-



Methods

Oracle Referring Part Segmentation Task Reasoning Part Segmentation

Object-Part Object-Part-Affordance Human-Annotated GPT-4-Rewritten

gIoU cIoU P50-95 P50 gIoU cIoU P50-95 P50 gIoU cIoU P50-95 P50 gIoU cIoU P50-95 P50

O
V

S VLPart 22.06 21.78 16.02 22.50 15.32 12.78 11.83 15.33 0.39 1.16 0.00 0.00 0.76 0.84 0.20 0.50
OVSeg 28.58 20.49 10.37 22.33 28.60 20.99 10.87 22.50 22.44 14.11 7.07 15.33 23.14 15.51 7.13 15.17
SAN 10.51 20.24 4.72 10.17 12.11 20.37 5.48 12.00 9.08 13.56 2.62 6.67 6.96 14.69 1.90 5.17

X-Decoder 18.96 15.65 8.52 14.83 18.96 15.65 8.52 14.83 17.48 13.61 7.00 13.17 17.38 12.76 6.90 13.17

R
E

S SEEM 13.54 14.63 6.33 10.50 13.54 14.63 6.33 10.50 13.52 14.09 4.97 9.83 14.53 14.19 4.57 10.67
TRIS 23.02 19.90 6.97 17.50 23.11 19.65 6.98 18.50 21.97 17.83 6.68 15.00 22.66 18.52 7.03 16.83

G-SAM 34.33 24.83 15.03 28.83 33.63 24.79 14.42 27.83 29.95 21.45 11.98 25.17 29.57 21.88 11.60 23.00

R
S

LISA 34.46 39.44 17.48 32.67 35.77 39.62 18.78 34.50 32.11 30.25 16.98 30.00 29.75 27.44 15.08 27.83
Shikra 4.50 7.20 2.67 4.17 9.36 15.37 4.92 7.83 1.70 3.48 0.83 1.50 14.65 12.95 8.40 13.33

MiniGPT-v2 35.65 36.05 18.38 33.17 34.58 35.11 18.50 34.27 26.29 19.46 13.00 24.00 29.67 21.37 15.07 24.17

Average 22.56 22.02 10.65 19.67 21.95 21.10 10.66 19.81 17.49 14.90 7.11 14.44 17.59 16.02 7.79 14.98

Table 2: Results on ORPS (left) and TRPS (right) tasks. We divide the methods into three categories, namely,
open-vocabulary segmentation (OVS), referring expression segmentation (RES), and reasoning segmentation (RS).
The best results are bolded, and the second-best are underlined.

mentation methods on our task. We select the best-
reported models for the three methods.

Refering Segmentation Models. We conduct
experiments with off-the-shelf models including
X-Decoder (Zou et al., 2023a), SEEM (Zou et al.,
2023b), and TRIS (Liu et al., 2023b). Besides, we
also evaluate Grounding-DINO (Liu et al., 2023d),
which has provided a great open-vocabulary refer-
ring detection ability and has been integrated with
SAM (Kirillov et al., 2023), namely Grounded-
SAM. We adopt the best models for these methods.

Reasoning Segmentation Models. For our
tasks, LISA (Lai et al., 2023) is a natural choice
since it can return masks and has been trained on
several part segmentation datasets (He et al., 2022;
Chen et al., 2014; Ramanathan et al., 2023). Other
multi-modal LLMs, including Shikra (Chen et al.,
2023b) and MiniGPT-v2 (Chen et al., 2023a) also
have localization ability and have been chosen for
our evaluation. Since they can only return bound-
ing box outputs, we use the results as box prompts
for SAM (Kirillov et al., 2023) to get a mask output
for fair comparison.

Grid-based GPT-4V. The recent release of GPT-
4V has demonstrated remarkable advancements
in complex visio-linguistic reasoning (Yang et al.,
2023b). However, GPT-4V API cannot return seg-
mentation mask output directly, and our prelimi-
nary experiments showed that GPT-4V performs
poorly when it is asked to generate text coordinates.
As a result, we first use Grounding-DINO (Liu
et al., 2023d) to find the bounding box of the en-
tire object and crop it, then ask GPT-4V to virtu-
ally divide the box to 7× 7 grids and identify the

grids including the desirable parts. Afterward, the
coordinates of the grids are used as a prompt for
SAM (Kirillov et al., 2023) to obtain the segmenta-
tion mask.

SoM-based GPT-4V. SoM (Yang et al., 2023a)
proposes to label the masks obtained by SAM (Kir-
illov et al., 2023) with numbers in the center of
each object. As it proves that precise referring
can boost the performance of GPT-4V, we apply a
similar manner for our part segmentation task.

PISA and Fine-tuning. To evaluate our pro-
posed method, we use all training data of LISA (Lai
et al., 2023) for pertaining and fine-tuning with
1,800 samples of our data. As a comparison, we
also fine-tune LISA with the same data. Besides,
we also train the models with multiple numbers of
samples. More results can be found in Appendix D.

4.3 Quantitative Results of SOTA VLMs
Open-sourced VLMs Results. The left part of
Tab. 2 shows the result of our ORPS task, where
object and part names are explicitly embedded
into a template, mitigating the need for models’
reasoning ability. The right part of Tab. 2 shows the
result of TRPS, where part names are not present in
the instruction and require more reasoning ability
to understand the implicit meaning. Comparing
the left and right parts of Tab. 2 we can find
that the performance of oracle referring task
is generally better than that of task reasoning.
This demonstrates that current models lack the
reasoning ability to infer from a task-image pair
to the correct interactive part. For the ORPS task,
incorporating the affordance in the instruction
leads to no apparent increase in the average



performance. This indicates that most models may
not possess the common sense to relate a part to an
affordance, suggesting the potential of InstructPart
for affordance learning. Besides, for the TRPS
task, we can find that GPT-4 rewritten instructions
lead to overall better performances. This indicates
that the precise instruction descriptions generated
by GPT-4 align more effectively with the language
embedding space of multimodal LLMs, enhancing
the reasoning capabilities of vision-language
models for handling instructions.

GPT-4V Based Methods Results. Tab. 3 shows
the results of two GPT-4V segmentation methods.
We test the two methods on the oracle referring task
to explore GPT-4V’s localization ability. We select
a subset consisting of 226 samples from the dataset
according to the original category distribution. Al-
though the results cannot be fairly compared with
other methods in Tab. 2, it still reveals the poor
performance of GPT-4V. Two reasons may explain
this: 1) While GPT-4V can localize objects (Yang
et al., 2023a), we hypothesize that it is not trained
directly on fine-grained part data. 2) Labeling num-
bers in the center of fine-grained parts may lead to
overlapping and ambiguity in referring.

Methods
Object-Part

gIoU cIoU P50-95 P50

Grid-based GPT-4V 14.14 17.15 5.67 12.37

SoM-based GPT-4V 25.41 26.82 17.90 25.81

Table 3: GPT-4’s performance in the object-part oracle
referring part segmentation task, as applied to a subset
of InstructPart.

4.4 Quantitative Results of Fine-tuning with
InstructPart

Tab. 4 shows the results of TRPS task with human-
annotated instructions. The pre-trained PISA out-
performs LISA by a large margin, demonstrating its
strong reasoning part segmentation ability. After
fine-tuning, both LISA and PISA gain great im-
provement in all metrics, indicating the exceptional
quality and training utility of our data.

4.5 Qualitative Results
Fig. 3,4,5 shows the visualization results on the
TRPS task. The first column depicts the ground
truth labels, and the remaining columns include the
results of off-the-shelf VLMs: X-Decoder (Zou
et al., 2023a) , SEEM (Zou et al., 2023b) , TRIS
(Liu et al., 2023b) , Grounded-SAM (Kirillov et al.,

Methods gIoU cIoU P50-95 P50

LISA-Pretrained 32.11 30.25 16.98 30.00
PISA-Pretrained 43.46 46.76 20.00 44.50

LISA-Tuned 71.26 72.14 57.73 79.33
PISA-Tuned 76.19 78.39 62.20 87.00

Table 4: Comparison of pre-training and fine-tuning
results. We use all datasets that LISA was trained on
to get the pre-trained model. Fine-tuned models are
trained with 1,800 samples in InstructPart.

2023; Liu et al., 2023d) , MiniGPT-v2 (Chen et al.,
2023a) , LISA (Lai et al., 2023). The last two
columns show the results of fine-tuned LISA and
PISA models. As shown by the examples, most
VLMs tend to either obtain the entire object area
or miss the correct regions, demonstrating the chal-
lenging tasks provided by InstructPart. In Fig. 3,
we present examples where the fine-tuned PISA
shows superior visual part segmentation results,
demonstrating the effectiveness of our proposed
method. Besides, both the pre-trained and fine-
tuned LISA models also demonstrate great poten-
tial in part grounding. Here, we visualize addi-
tional results of the VLMs and fine-tuned models.
As shown in Fig. 5, the pre-trained LISA(Lai et al.,
2023) can better identify desired parts compared to
other VLMs. This indicates the evaluation usage
of our InstructPart dataset, where all the advanced
VLMs can be evaluated and compared. Further-
more, in Fig. 4, the pre-trained LISA fails to recog-
nize target parts, similar to other VLMs, while both
fine-tuned models significantly improve the results.
More visualizations are available in Appendix G.

5 Discussion

Scale of InstructPart dataset. We consider In-
structPart a sufficient task-oriented part segmen-
tation dataset for the following reasons: 1) The
size of InstructPart already exceeds that of sev-
eral recent Vision-Language evaluation datasets,
such as MMStar (Chen et al., 2024) (1500 sam-
ples, Arxiv’24), VisIT-Bench (Bitton et al., 2024)
(592 images, NeurIPS’23), WHOOPS! (Bitton-
Guetta et al., 2023) (500 images, ICCV’23), and
TIFA160 (Hu et al., 2023) (800 generated images,
ICCV’23). We believe that our data are adequate
for thorough evaluations of current models. 2) In-
structPart addresses a gap in data related to rea-
soning about robot-object interaction and part seg-
mentation (e.g., PartImageNet includes only one
relevant category: bottle). 3) Fine-tuning LISA



Ground Truth X-Decoder SEEM TRIS G-SAM MiniGPT-v2 LISA-Pretrain LISA-Finetune PISA-Finetune

Figure 3: Qualitative comparison of different VLMs and the fine-tuned models. In these examples, the pre-trained
LISA falls short of recognizing the correct part. After fine-tuning, PISA shows better potential for part understanding
than LISA. More results can be found in Figure G13.

Ground Truth X-Decoder SEEM TRIS G-SAM MiniGPT-v2 LISA-Pretrain LISA-Finetune PISA-Finetune

Figure 4: Qualitative comparison of different VLMs and the fine-tuned models. In these examples, the pre-trained
LISA falls short of recognizing the correct part. After fine-tuning, both LISA and PISA perform well on the part
identification. More results can be found in Figure G14.

Ground Truth X-Decoder SEEM TRIS G-SAM MiniGPT-v2 LISA-Pretrain LISA-Finetune PISA-Finetune

Figure 5: Qualitative comparison of different VLMs and the fine-tuned models. In these examples, the pre-trained
LISA already delivers good identification of the target parts. More results can be found in Figure G14.

with a small subset of our dataset (200 samples)
can lead to a nearly 100% performance increase (re-
sults included in the Appendix D), demonstrating
the exceptional quality and utility of our dataset.

Novelty of InstructPart. The novelty of In-
structPart lies not in our baseline method but in our
comprehensive evaluation of SOTA VLMs, reveal-
ing their limitations in complex language reasoning
and part-grounding. We hope that the established
benchmark will foster progress in VLM-based part
grounding, ultimately enhancing the real-world ap-
plicability of VLMs across various scenarios. Our
proposed baseline is simple yet demonstrates the su-
perior quality and training potential of our dataset.
Additionally, we conduct a case study on real-world
grasping data (see Appendix I), showing the poten-
tial of InstructPart for broader applications.

Potential Applications. Our dataset contains
samples in various scenarios, including kitchen, liv-
ing room, outdoor, etc., and can be used for robot
manipulation and visual question answering. Be-

sides, our dataset can provide data for affordance
learning and semantic understanding. For bench-
marking usage, one can also use the entire 2,400
images to evaluate current advanced VLMs.

6 Conclusion
In this work, we introduce a new benchmark,
InstructPart, a novel dataset containing part
annotations for common household objects as
well as two tasks: task reasoning and oracle
referring segmentation. We showed that even the
most advanced vision-language models struggle
with tasks that link specific affordances to the
corresponding parts of an object when given
high-level instructions. By fine-tuning a simple
baseline with our dataset, we achieve a twofold
improvement in part segmentation, showcasing the
quality and training utility of our data. Through our
work, we highlight a significant gap in foundation
models for task-oriented part segmentation and
hope that with our dataset, we can pave the way
for further research into object-part reasoning.



Limitations. In this work, we propose a baseline
method that has achieved significant performance
improvement. However, we have not fully explored
the potential of our dataset, as we did not utilize
the affordance labels for training. An intriguing re-
search topic would be to combine affordance learn-
ing and language reasoning to achieve even better
performance.
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Appendix

A Dataset Details

InstructPart dataset is collected from Flickr1 web-
site and AGD20K (Luo et al., 2022), where we
selected free-licensed images from both sources.
To better understand the categories of our dataset,
we follow ADE20K (Zhou et al., 2019) to provide
the distribution of objects and parts within Instruct-
Part. As shown in Fig. 6, the dataset comprises
2,400 data items, encompassing 48 object classes
and 44 part classes, which together form 98 distinct
object-part pair classes. Besides, we also provide a
word cloud to visualize the object-part classes and
affordance-action categories, as depicted in Fig. A7
and Fig. A8, respectively. This diversity in classes
indicates our dataset’s wide coverage of various
daily scenes, offering robust criteria for comprehen-
sively analyzing the proficiency of current models
in understanding task instructions and segmenting
parts. Furthermore, this suggests that our dataset
can be valuable for broad areas, including semantic
segmentation, robot manipulation, visual question
answering, and more.

B Annotation Example

Fig. B9 presents two examples of annotations from
our InstructPart dataset, focusing on the handle of a
cup and the lid of a pod, respectively. In each JSON
dictionary, the names of the object and its specific
part are noted, aligned with a task instruction that
pertains to a particular part shown in the image.
Additionally, both a low-level affordance name and
a high-level action name are provided in relation to
the instruction.

Besides, in Fig. B10, we provide more examples
that contain occlusions and human interactions to
showcase the complexity of our dataset.

C Evaluated Model Details

Open-vocabulary segmentation models. We
choose OVSeg (Liang et al., 2023) and SAN (Xu
et al., 2023) to discover the performance of the
open-vocabulary object segmentation methods on
our task. We select the best-reported models for the
two methods, ovseg_swinbase_vitL14_ft_mpt.pth
and san_vit_large_14.pth respectively.

Refering expression segmentation. We con-
duct experiments with off-the-shelf models includ-

1https://www.flickr.com/

ing X-Decoder (Zou et al., 2023a), SEEM (Zou
et al., 2023b), and TRIS (Liu et al., 2023b). We
adopt xdecoder_focalt_last.pt, seem_focall_v1.pt,
and stage2_refcocog_google.pth for the three
models respectively. Besides, we also evaluate
Grounding-DINO (Liu et al., 2023d), which has
witnessed a great open-vocabulary referring detec-
tion ability and been integrated with SAM (Kirillov
et al., 2023) to a project, Grounded-SAM2.

Reasoning segmentation. For our tasks,
LISA (Lai et al., 2023) can naturally be a good
choice since it can return masks and has been
trained on several part segmentation datasets. As
a result, it is interesting to explore whether it pos-
sesses the ability to understand instructions and find
part segments. Other multi-modal LLMs, includ-
ing VisionLLM (Wang et al., 2023), Shikra (Chen
et al., 2023b), also have localization ability. Since
they can only return bounding box outputs, we use
the results as box prompts for SAM to get a mask
output for fair comparison. However, we cannot
test on VisionLLM since it has not release code.

To prompt LISA, we follow its original setting
to add "Please output the segmentation mask." at
the end of each instruction. Besides, in order to
formulate a query for the oracle referring part seg-
mentation task, we embed the object and part name
in a format of: “Where is the Itext in the image”,
where Itext stands for the text input.

To prompt Shikra, we integrate our instruction
in its original template as follows:

• Instruction referring part segmentation:
<Itext>. Can you point out all the related parts
in the image <Iimage> and provide the coordi-
nates of their locations?

• Oracle referring part segmentation:
Can you point out all the <Itext> in the image
<Iimage> and provide the coordinates of their
locations?

We adopt LISA-7B-v1 (Lai et al., 2023) model
that has been fine-tuned on both training and val-
idation data of LISA’s dataset. As for Shikra, we
select the frequently updated model, Shikra-7B-
delta-v1-0708.

2https://github.com/IDEA-Research/Grounded-Segment-
Anything
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Total Object Classes: 53
Total Part Classes: 46

Total Object-Part Pair Classes: 108
Total Parts Number: 2000

Object-Part Pair Distribution

Figure 6: Object-part pair distribution. We collect 2,400 data pieces in total, containing 48 object classes and 44
part classes, constituting 98 different object-part pair classes. The x-axis shows the name of the object-part pairs,
and the y-axis shows the frequency of each item. The parts belonging to the same object classes are highlighted
with the same color in the bar chart.

Figure A7: InstructPart dataset object and part classes. The left part shows the object class names and the right part
shows the part class names.

Figure A8: InstructPart dataset affordance and action categories. The left part shows the affordance names and the
right part shows the action names. Specifically, affordances refer to low-level actions performed to a specific part,
while actions refer to the high-level function to be achieved.



Figure B9: Annotation Example: Each data item is represented by a JSON dictionary, which details the components
involved. This includes the object to which these parts belong, the name of each part, a specific instruction related
to these parts, a low-level affordance associated with the instruction, and a high-level action performed on the parts.
Corresponding parts are highlighted in green in the images on the right.

Figure B10: More complex examples in InstructPart, including occlusions and human-object interactions.



D Effect of Training Samples

To verify the quality and training potential of the
PISA dataset, we gradually increase the number
of training samples from 200 to 1,800 and observe
the performance improvement. Specifically, we
start with 200 samples for training, then gradually
increase the number of training samples to 600,
1,200, and finally 1,800. Each increment includes
all the previously used training samples. As shown
in Fig. D11, with the increasing number of training
samples, the IoU metric gradually increases and
exhibits a logarithmic convergence tendency. This
indicates that our high-quality data significantly
boosts performance, even with just 200 samples.
The performance of both models improves substan-
tially from the outset.

Figure D11: Performance improvement with increasing
number of training samples. We gradually add training
samples to 200, 600, 1,200, and 1,800.

E Does object recognition hinder part
segmentation?

To explore whether the bottleneck lies in current
VLMs’ object recognition ability, we use the ob-
ject classes as instruction and obtain the results in
Tab. E5. Since we do not have object-level labels,
we use the recall rate as a reflection of whether the
model can find the entire object. From the results
in Tab. E5, the precision is much lower compared
to the recall rate, and the recall rate is close to 1
after the third quartile (75th percentile). This indi-
cates that the predicted masks can generally cover
the part labels, so the poor performance of TRPS
cannot derive from the object recognition ability.

Methods
Object-Level

Prec. Rec.@A Rec.@25% Rec.@50% Rec.@75%

OVSeg 20.93 81.80 85.00 99.26 100.00
SAN 19.46 73.55 56.37 98.49 100.00

G-SAM 25.53 89.83 92.59 96.99 99.37

Table E5: Precision and recall rate on object-level seg-
mentation results. The five metrics refer to precision
(Prec.), average recall (Rec.@A), first quartile recall
(Rec.@25%), median recall (Rec.@50%), and third
quartile recall (Rec.@75%), respectively.

F GPT-4V Qualitative Results

We show the results of GPT-4V-based methods,
namely SoM-based GPT-4V and Grid-based GPT-
4V, in Fig. F12. While GPT-4V-based methods
deliver clear boundaries, they sometimes select the
wrong segments from SAM (Kirillov et al., 2023),
leading to poor overall performance.

Figure F12: GPT4-V based methods.



Fig. G13 Fig. G14 Fig. G15
1. 1009786005_d4a02fd811_o-
faucet-handle
2. 2329134125_8a71be7470_o-
kettle-handle
3. 3088942376_8681bb276f_o-
spoon-handle
4. cup_000294-cup-handle
5. knife_000911-knife-handle
6. 410044558_6145ff0aaa_o-
pot-handle
7.
laptop_000445-laptop-keyboard
8. knife_000691-knife-handle

1. 4178009615_ed8921d0d1_k-
kettle-spout
2. cup_000324-cup-handle
3. bottle_002805-bottle-body
4. knife_000568-knife-handle
5. knife_000953-knife-blade
6. 34465720_f8f20ee31a_c-
scissors-handle
7. 381204305_e5e937fccc_h-
pitcher-handle
8. bench_001273-bench-seat
9. fork_002954-fork-handle
10. knife_000154-knife-handle
11. shovel_1-shovel-blade
12. suitcase_001098-suitcase-
telescopic_handle
13. wine_glass_001774-
wine_glass-stem
14. dining_4-chair-seat

1. 2491323916_a05ac3648f_o-
knife-handle
2. 4580224808_1194613deb_o-
chair-seat
3. 4471021242_b9d855f193_k-
bucket-handle
4. 8607578325_25221a7726_h-
spoon-handle
5. bench_002898-bench-seat
6. cup_001798-cup-handle
7. cup_002055-cup-handle
8. knife_000530-knife-blade
9. scissors_001402-scissors-
handle
10. cup_002062-cup-handle
11. 2939090254_2f01ebed6d_o-
computer_mouse-scroll_wheel
12. 6217625873_411169d784_o-
laptop-keyboard
13. cup_001104-cup-handle
14. fork_001529-fork-handle

Table G6: Index name for samples in Fig. G13, Fig. G14, and Fig. G15.

G More Qualitative Results

In Figure 3-5 of the main paper, we only include
six qualitative results due to space limitations. In
Fig. G13, we present more examples where the
fine-tuned PISA shows superior visual part segmen-
tation results, demonstrating the effectiveness of
our proposed method. Besides, both the pre-trained
and fine-tuned LISA models also demonstrate great
potential in part grounding. Here, we visualize ad-
ditional results of the VLMs and fine-tuned models.
As shown in Fig. G15, the pre-trained LISA(Lai
et al., 2023) can better identify desired parts com-
pared to other VLMs. This indicates the evaluation
usage of our InstructPart dataset, where all the ad-
vanced VLMs can be evaluated and compared. Fur-
thermore, in Fig. G14, the pre-trained LISA fails
to recognize target parts, similar to other VLMs,
while both fine-tuned models significantly improve
the results.

In Tab. G6, we provide a list containing the name
of each sample we evaluate so that their language
input can be easily retrieved from our dataset.



Ground Truth X-Decoder SEEM TRIS G-SAM MiniGPT-v2 LISA-Pretrain LISA-Finetune PISA-Finetune

Figure G13: Qualitative comparison of different VLMs and the fine-tuned models. In these examples, the pre-trained
LISA falls short of recognizing the correct part. After fine-tuning, PISA shows better potential for part understanding
than LISA.



Ground Truth X-Decoder SEEM TRIS G-SAM MiniGPT-v2 LISA-Pretrain LISA-Finetune PISA-Finetune

Figure G14: Qualitative comparison of different VLMs and the fine-tuned models. In these examples, the pre-trained
LISA falls short of recognizing the correct part. After fine-tuning, both LISA and PISA perform well on the part
identification.



Ground Truth X-Decoder SEEM TRIS G-SAM MiniGPT-v2 LISA-Pretrain LISA-Finetune PISA-Finetune

Figure G15: Qualitative comparison of different VLMs and the fine-tuned models. In these examples, the pre-trained
LISA already delivers good identification of the target parts.



Ground Truth X-Decoder SEEM TRIS G-SAM MiniGPT-v2 LISA-Pretrain LISA-Finetune PISA-Finetune

Figure H16: More qualitative examples with corresponding annotations recorded in Table H7.

H More Annotation Samples

In addition to the annotation examples shown in
Fig. B9, we include five more annotations for the
samples in Fig. H16 in Table H7. The listed anno-
tations correspond to the order of the images.



{
"image_path": "538210619_c4def94c9b_o.jpg",
"part_list": [

{
"object": "scissors",
"part": "handle",
"affordance": "hold",
"action": "hold",
"instruction": [

"If I want to use the scissors, which part in the picture should I put my
↪→ fingers in?",

"Describe the part of the scissors in the picture where fingers should be
↪→ placed.",

"Where is the handle of the scissors in this image?",
"Where is the handle of the scissors that can be held in this image?",
"handle of the scissors",
"handle of the scissors that can be held"

]
}

]
}

{
"image_path": "knife_002845.jpg",
"part_list": [

{
"object": "knife",
"part": "handle",
"affordance": "hold",
"action": "pick up",
"instruction": [

"If I want to pick up the knife, which part in the picture can be used?",
"Which part of the knife is safe to hold when picking it up?",
"Where is the handle of the knife in this image?",
"Where is the handle of the knife that can be held in this image?",
"handle of the knife",
"handle of the knife that can be held"

]
}

]
}



{
"image_path": "2329134125_8a71be7470_o.jpg",
"part_list": [

{
"object": "kettle",
"part": "handle",
"affordance": "hold",
"action": "hold",
"instruction": [

"Which part in the picture can be utilized to hold the kettle?",
"In the image, identify the part of the kettle that's meant to be held.",
"Where is the handle of the kettle in this image?",
"Where is the handle of the kettle that can be held in this image?",
"handle of the kettle",
"handle of the kettle that can be held"

]
}

]
}

{
"image_path": "bottle_002805.jpg",
"part_list": [

{
"object": "bottle",
"part": "body",
"affordance": "hold",
"action": "hold",
"instruction": [

"If I want to hold the bottles, which parts in the picture can be utilized?",
"To hold the bottles, which parts are designed for grip?",
"Where is the body of the bottle in this image?",
"Where is the body of the bottle that can be held in this image?",
"body of the bottle",
"body of the bottle that can be held"

]
}

]
}



{
"image_path": "knife_000953.jpg",
"part_list": [

{
"object": "knife",
"part": "blade",
"affordance": "cut",
"action": "cut",
"instruction": [

"If I want to use the knife to cut the carrots, which part in the picture
↪→ should be used?",

"Identify the part of the knife ideal for slicing the carrots.",
"Where is the blade of the knife in this image?",
"Where is the blade of the knife that can cut in this image?",
"blade of the knife",
"blade of the knife that can cut"

]
}

]
}

Table H7: Corresponding annotations for images in Fig. H16.



I A Case Study on Real-world Grasping
Data.

Grasping is one vital aspect that our InstructPart
benchmark aims to facilitate. Consequently, we
evaluate the model trained with our data in a real-
world tabletop grasping environment. We use the
table setup from ShapeGrasp (Li et al., 2024),
which consists of 38 objects covering 12 general
categories and 49 tasks. These categories and tasks
are the same as those in LERF-TOGO (Rashid
et al., 2023). More details about the dataset are in-
cluded in the supplementary material. Our trained
PISA model is evaluated on the zero-shot task-
oriented grasping task, as described in (Li et al.,
2024; Rashid et al., 2023). We compare the suc-
cessful part selection rate, defining a successful
part selection as our output segmentation mask ac-
curately aligned with the target part. As shown in
Tab. I8, PISA’s zero-shot part identification ability
is comparable to state-of-the-art (SOTA) methods.
Additionally, due to PISA’s end-to-end advantage,
its execution time significantly outperforms others.

PISA ShapeGrasp LERF-TOGO

Part Selection (%) 80 86 82∗

Time (s) 2 25 120

Table I8: Comparison of part selection accuracy and
execution time. ∗ indicates that LERF-TOGO uses the
same categories of objects, but not identical ones.

In Tab. I9, we list all the tasks (Li et al., 2024)
evaluated in our case study in the discussion sec-
tion. In Fig. I17, we showcase some results of our
PISA model predicting in a zero-shot manner. It
is evident that PISA, trained with our proposed
dataset, demonstrates good generalization ability,
successfully segmenting unseen parts like plant
stems.

It is worth discussing that while the quantita-
tive results shown in the discussion are not supe-
rior to ShapeGrasp (Li et al., 2024) and LERF-
TOGO (Rashid et al., 2023), the entire real-world
dataset contains only 49 tasks. Although LERF-
TOGO achieves 6% higher accuracy than us, this
difference equates to just 3 images. Moreover, our
method is significantly faster than others, and this
novel end-to-end prediction approach can be ben-
eficial for real-time robot grasping. Our methods
can easily be integrated with existing grasping base-
lines such as GraspNet (Fang et al., 2020). With
our dataset, researchers can focus more on applying

segmentation methods to grasping, creating a good
bridge between 2D perception and 3D grasping.

J Distinctions between InstructPart and
LISA (Lai et al., 2023).

While both works fall under the category of
reasoning-based segmentation, the goal, task defi-
nition, benchmark scale, and downstream applica-
bility are fundamentally different:

• Benchmarking Goals and Granularity:
LISA focuses primarily on object-level scene
understanding, where the objective is to se-
mantically interpret an image and segment
an object based on abstract instructions (e.g.,
“segment the food with the most protein” or
“segment the food that is not spicy”). In con-
trast, our work introduces task-oriented part-
level segmentation, aiming to understand the
affordance and functionality of object com-
ponents. This finer-grained understanding is
essential for practical applications that require
actionable perception and reasoning grounded
in object structure.

• Benchmark Scale and Usefulness:
While LISA introduces an important first
step toward reasoning-based segmentation, its
benchmark contains 1,218 samples, which
may be insufficient for a comprehensive eval-
uation of vision-language models. In contrast,
our InstructPart benchmark includes 2,400
images, together with 9,600 diverse task in-
structions, making it more comprehensive and
diverse. This enables a more thorough eval-
uation and offers greater potential for model
training and fine-tuning.

• Novelty and Research Opportunity:
We consider the reasoning-based segmenta-
tion task proposed by LISA as a combina-
tion of VQA and semantic segmentation—two
tasks that have been well explored. However,
task-oriented part understanding remains sig-
nificantly under-explored, as discussed in Sec-
tion 2.1 of our paper. Our work goes further by
introducing the use of instructions and affor-
dances to refer to different object parts. This
creates a more challenging and novel setting,
which we believe will encourage research into
part-level reasoning and grounding.



Table I9: Complete list of tasks for each scene

Scene Tasks

Kitchen ‘pick up the grey spoon’, ‘pick up the teapot’,
‘scrub the dishes’, ‘dust the books’

Flowers ‘give the daisy’, ‘give the rose’

Mugs ‘pick up the mug’, ‘pick up the blue mug’, ‘pick up the grey mug’
‘pick up the white mug’, ‘pick up the teacup’

Tools ‘pick up the retractable tape measure’, ‘pick up the screwdriver’, ‘cut the wire’
‘pick up the soldering iron’, ‘swing the hammer’

Knives ‘cut the bread’, ‘cut the steak’, ‘cut the box’

Martinis ‘pick up the grey martini glass’, ‘pick up the green martini glass’

Fragile ‘hang the camera’, ‘wear the blue sunglasses’
‘wear the black sunglasses’, ‘pick up the lightbulb’

Cords ‘pick up the power strip’, ‘plug in the power strip’, ‘pick up the usb dongle’,
‘push in the connector’

Messy ‘eat the ice cream’, ‘eat the lollipop’, ‘eat the red lollipop’

Pasta ‘pick up the wine bottle’, ‘uncork the wine’, ‘pick up the corkscrew’,
‘pick up the saucepan’, ‘open the saucepan’

Cleaning ‘pick up the clorox box’, ‘close the clorox box’, ‘grab a wet towel’
‘pick up the tissue box’, ‘dispense a tissue’

Bottles ‘pick up the meyers cleaning spray’, ‘open the meyers cleaning spray’,
‘spray the meyers cleaning spray’, ‘pick up the purple cleaning spray’,

‘open the purple cleaning spray’, ‘spray the purple cleaning spray’

K Analysis on Sub-optimal Performance
of Existing VLMs on InstructPart

The sub-optimal performance of state-of-the-art
VLMs on our benchmark can be attributed to both
the lack of task-relevant training data and limita-
tions in current model architectures for part-level
understanding and affordance reasoning.

• Training Data Limitations:
Most existing VLMs are not trained with su-
pervision at the part level, nor are they ex-
posed to task-oriented instructions that require
grounding specific object components. This
leads to a gap in their ability to localize and
reason about fine-grained object parts based
on functional cues—capabilities that our task
explicitly targets. We present two findings
to support the claim that current VLMs lack
suitable training data:

– In Section 4.5 (Figures 3–5), we show
that many VLMs tend to either segment

the entire object or miss the correct re-
gions entirely—indicating difficulty in
fine-grained localization.

– As shown in Appendix D, even simple
fine-tuning on our dataset leads to a sig-
nificant performance boost, suggesting
that the models possess latent capabil-
ity but lack the appropriate supervision
signal.

• Architectural Limitations:
Most VLMs use a CLIP-based image encoder,
which is optimized for object-level seman-
tic understanding and lacks explicit mecha-
nisms for part-level grounding or affordance
reasoning. To address this, we incorporate
a DINOv2 vision encoder in our baseline,
which better captures part-level correspon-
dences across diverse objects (e.g., the handle
of a knife vs. the handle of scissors). As a re-
sult, our baseline outperforms state-of-the-art



blue sunglasses - earhooks box cutter - handle daisy - plant stem green martini glass - stem

grey mug - handle grey spoon - handle ice cream - cone knife - handle

lollipop - stick mug - handle saucepan - handle teacup - handle

Figure I17: PISA zero-shot prediction on novel objects. Green masks represent the prediction, and the label below
each image highlights the object-part name.

VLMs on the proposed task.

L Justification for Including ORPS

Referring Expression Segmentation (RES) gener-
ally aims to generate segmentation masks from
natural language expressions, and our ORPS task
can indeed be viewed as a specialized form of RES.
However, there are several important distinctions:

• Existing RES tasks primarily focus on using
expressions to identify entire entities (e.g.,
“the woman in the red shirt”). In contrast,
ORPS focuses on identifying specific object
parts, using a consistent and controlled format:
“[part name] of [object name]”.

• ORPS can be considered the “optimal con-
dition” of TRPS — that is, it strips away
complex instruction reasoning and isolates
the challenge of part-level visual grounding.
This enables us to more precisely understand
a model’s bottleneck: is it struggling with lan-
guage reasoning or with part segmentation?

• As shown in Table 2, by comparing the per-
formance gap between ORPS and TRPS:

– Reasoning segmentation (RS) methods
show a smaller drop in performance from
ORPS to TRPS, indicating stronger gen-
eralization to complex instructions.

– In contrast, Open-Vocabulary Segmen-
tation (OVS) and Referring Expression
Segmentation (RES) baselines show a
larger drop, highlighting limited ability
to handle task-oriented reasoning.

• This analysis demonstrates that ORPS com-
plements TRPS by offering a controlled set-
ting for part-level grounding, and jointly, they
allow us to better characterize the strengths
and limitations of different segmentation ap-
proaches — especially when comparing mod-
els with or without integrated language rea-
soning.
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